
OpenPDAC: code overview (1)

• OpenPDAC is a Eulerian multiphase code for simulating 

volcanic gas-particle flows, available via public Github/Gitlab 

repositories. 

• OpenPDAC is developed as an OpenFOAM module and is based 

on multiphaseEuler, distributed with OpenFOAM. 

• Compared to the original module, in OpenPDAC the kinetic 

theory equations for granular flows are modified to model 

more than one dispersed solid phase, and by introducing models 

for particle-particle drag. 

• Furthermore, a Lagrangian library (one-way coupling with the 

gas-solid mixture) is used to model large solid particles. 

OpenPDAC also implements the initialization of the hydrostatic 

pressure profile, necessary for simulations on large domains.

• OpenPDAC is well suited to simulate phreatic explosions, as 

those recently occurred at Ontake (Japan) and White Island (new 

Zealand).
Phreatic eruption at the summit of 

Mount St. Helens, Washington. 
Credit: D.A. Swanson, USGS(Public 

domain.)



OpenPDAC: code overview (2)
• Code written in C++, making intensive use of  object-oriented 

features, as inheritance, template classes, virtual functions and 

operator overloading.

• In OpenFOAM, the classes are designed to define, discretize and 

solve PDE’s through a finite-volume discretization scheme on  

unstructured 3D grid.

• The method of parallel computing used by OpenFOAM is known 

as domain decomposition, in which the geometry and 

associated fields are broken into pieces and allocated to separate 

processors for solution.

• The parallel running uses the public domain openMPI 

implementation of the standard message passing interface 

(MPI) by default, although other libraries can be used.

Example of OpenFOAM Scotch decomposition which requires 
no geometric input from the user and attempts to minimise 

the number of processor boundaries



OpenPDAC: ChEESE-1P legacy

A different OpenFOAM solver (ASHEE) was one of the flagship 

codes of ChEESE-1p, leading to a series of optimizations.

• Efficiency optimization based on mixed-precision 

• Asynchronous I/O

• Ongoing experiments on GPU porting (exaFOAM 

partnership)

Up to: 

130*106 cells
 
12,000 cores



OpenPDAC: code repositories

https://codehub.hlrs.de/coes/cheese-2p/openpdac/Ope
nPDAC-11

https://github.com/demichie/OpenPDAC-11



OpenPDAC: CI/CD

Action Test Build Publish

Push
Master

Run tests
Compile the code 

and
Build a Docker 

container

Publish the Docker 
container

CI/CD Github/Gitlab Actions (temporary)

• At present OpenPDAC is installed on LUMI (CPU partition, AMD EPYC@64 core), 

and soon on Leonardo (CPU partition, Intel Sapphire Rapids). We plan to 

implement CI/CD actions to update the installations of the code when new major 

releases are pushed to the repository. 

• Recently installed on Mare nostrum.



OpenPDAC: performance @ LUMI

Scalability
Mesh: ~16M cells
Max nodes: 64 (8192 CPU cores)
Efficiency: ~ 0.7 with 2k cells/core (256k cells/node)  
Computational Speed: 28M ~cells/s 



OpenPDAC: performance @ LUMI

Application profiling
• Profiling has been done with a small number of 

cores (512). The trace for 512 MPI ranks is 
larger than 30GB.

• POP metrics highlight that the parallel efficiency 
is low and need to be improved

MPI Processes

Global Efficiency 36%

    Parallel Efficiency 36%

        Load balance 74%

        Communication efifciency 49%

            Serialization efficiency 69%

            Transfer efficicency 71%

    Computational Scalability 100%

Parallel efficiency 
is only 36% 
which means that 
the code spends 
only roughly a 
third of its time 
doing actual 
computations.



SC6.1 SC6.2 

OpenPDAC: Simulation Cases

Urgent high-resolution, 3D 
multiphase flow simulation of 
phreatic eruptions at Vulcano 
(INGV, CIN; Capability)
TARGET: perform a single, 
3D phreatic eruption scenario 
for the whole island of 
Vulcano with a prescribed 
resolution at ground (less 
than 1 m) within X hours (to 
be decided with the 
stakeholders).

Long-term probabilistic hazard maps for 
phreatic eruptions at Vulcano island 
(INGV, CIN; Capacity)
TARGET: Perform a large ensemble of 
3D numerical simulations to build a 
Probabilistic Hazard Map of 
hazardous actions (Pyroclastic Currents 
and Ballistics) with variable
• Vent location and geometry
• Temperature conditions
• Pressure conditions



OpenPDAC: workflow optimization

• Work in collaboration with HLRS High-Performance Computing Center, Stuttgart

MESH GENERATION
Scaling analysis and image 
from Bin Song (HLRS)



Phreatic eruptions: Mt. Ontake, Japan (2014)

Phreatic eruption at Mt. Ontake (Japan). Video from NHK World.
https://www.youtube.com/watch?v=yRnsvrdFedo



Phreatic eruptions: White Island, New Zealand (2019)

Phreatic eruption at White Island (New Zealand). Video from CNN.
https://edition.cnn.com/videos/world/2023/07/13/new-zealand-white-island-volcano-trial-lon-orig.cnn



• Vulcano island is an active 
volcanic centre in the 
southernmost sector of the 
Aeolian arc (Tyrrhenian Sea, Italy). 

• The island also hosts an active 
hydrothermal system which 
manifests through a high 
temperature fumarolic field, 
extensive soil CO2 degassing, and 
rock alteration.

• The most recent unrest episode 
began in September 2021, and it 
has been attributed to an 
increase in heat and gas 
discharge rate from a deeper 
magmatic source.  

Modeling of phreatic 
eruptions at Vulcano 
island 



Small scale scenario at Spiaggia di Levante
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Small scale scenario at Spiaggia di Levante
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Phreatic eruption from La Fossa crater



Map showing the area affected by ballistic fallout 
(particle diameter of 5, 10, 20 cm) 

Simulations and images by 
S. Giansante



Areas affected by pyroclastic currents 

Top view of the area affected 
by pyroclastic currents 
considering different vent 
geometries and erupted 
mass (kg): 
• a-b) westward inclined 

vent, 
• c-d) vertical vent, 
• e-f) north-westward 

inclined vent, 
• g-h) narrower and deeper 

vent, 
• i-l) westward inclined vent, 
• m-n) vertical vent, 
• o-p) north-westward 

inclined vent. 
Particle concentration on the 
ground is expressed in 
logarithmic scale of particle 
volume fraction. 

Simulations and images by S. Giansante
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ChEESE flagship codes: overview

Solid Earth Domain No Code Accelerated Mini-app

Computational Seismology

1 SeisSol CUDA, SYCL yes

2 SPECFEM3D CUDA, HIP yes

3 ExaHyPE on-going no

4 Tandem on-going yes

Magnetohydrodynamics 5 xSHELLS CUDA yes

Tsunami modelling 6 HySEA CUDA yes

Volcanology
7 FALL3D OpenACC yes

8 OpenPDAC on-going no

Geodynamics
9 LaMEM on-going no

10 pTatin3D CUDA yes

Glacier modelling 11 Elmer/ICE on-going no

• ChEESE is preparing 11 open-source flagship codes in different domains of Solid Earth in terms of performance, 

scalability, CI/CD in EuroHPC systems, and portability across current and emerging hardware architectures. 

• In addition, 7 mini-apps for co-design on OpenSequana (EuPEX) and RISC-V (EuPilot) exascale hardware prototypes.



FALL3D OpenPDAC

ChEESE flagship codes in volcanology
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FALL3D: code overview (1/2)

• FALL3D is an Eulerian model for the atmospheric transport and 

ground deposition of “passive particles”. 

• Code originally developed for volcanic particles, later on extended to 

other types of particles like mineral dust, aerosols (SO2 , H2O), or 

radionuclides (radioactive decay). 

• FALL3D is a multi-purpose model, it can be used to compute: 

‣ Airborne concentration (e.g. at flight levels). 

‣ Fallout deposit (ground accumulation). 

• FALL3D is a multi-scale model, can run from local-scales (few kms) 

to continental scales (1000s kms). 

• FALL3D solves one Advection-Diffusion-Sedimentation (ADS) equation 

for each “particle class”.



FALL3D: code overview (2/2)

• Code written in modern (“object oriented”) FORTRAN. 

• Finite volumes numerical scheme on a structured 3D 

grid (mapping) and explicit in time (R-K up to 4th 

order in time). 

• Two levels of code parallelization:  

• Domain decomposition (1 MPI rank per 

subdomain) 

• Ensemble modeling (embarrassing 

parallelism) with an embedded workflow 

• FALL3D supports data assimilation: 

• Data insertion from satellite retrievals (initial 

condition). 

• Data assimilation cycles using local/global 

Ensemble Transform Kalman Filters (EnTKF)

NP1 NP2

NP3 NP4

NP5 NP6

NP7 NP8

Example with 2 ensemble members and 
8 processors (Ne=2, NPx=2, NPy=2)



FALL3D: relevant code users
Public institutes (operational): 
INGV (Italy) 
CSIC (Spain) 
IMO (Iceland) 
BGS (UK) 
SMN (Argentina) 
IGP (Perú) 
SERNAGEOMIN (Chile) 
Dirección Meteorológica de Chile (Chile) 
BMKG (Indonesia) 
VAAC Buenos Aires (Argentina) 
BSC (Spain) 
GNS (New Zealand) 
Bureau of Meteorology (Australia) 
EOS (Singapore) 
Cenapred (México) 
INSIVUMEH (Guatemala) 

Academic: 
University of Geneva (Switzerland) 
University of Bari (Italy) 
University of Bremen (Germany) 
University of Granada (Spain) 
UNAM (México) 
Univ. San Francisco de Quito (Ecuador) 
Universidad de Nariño (Colombia) 
University Azores (Portugal) 

Private: 
Mitiga Solutions (Spain)



FALL3D: academic impact (proxy from peer-reviewed publications)

200+ citations (Scopus)



FALL3D: ChEESE-1P legacy

• During ChEESE-1P (2018-2022), FALL3D was heavily refactored. 

• CPU version (MPI): 

‣ Overall speed-up was increased by 4.3x (e.g. above 50% parallel 

efficiency on 4096 cores at irene-rome@CEA). 

‣ Vectorization: speed-up up to 1.2x 

‣ Parallel I/O: performance increased by 2x 

• New GPU version (MPI + OpenACC): 

‣ ChEESE-1P considered NVIDIA GPUs only. 

‣ Drastic decrease of time-to-solution  

‣ Poor scalability (50% on 16 GPUs at M-100@CINECA) 



FALL3D: repository (CPU/GPU) https://gitlab.com/fall3d-suite/



FALL3D: repository (tests) https://gitlab.com/fall3d-suite/

Automatic reporting 
(from the json file)



FALL3D: documentation https://gitlab.com/fall3d-suite/



FALL3D: real use case (La Palma eruption)

• The eruption lasted for nearly 3 months (from 19 September to 13 December 2021). 

• About 3,000 buildings were destroyed by lava flows and 8,000 people were evacuated (red zone). 

• Occurrence of punctuated airport disruptions by ash fallout (imply runway cleaning, re-routing, etc). 

• The crisis was successfully managed by the emergency committee (PEVOLCA); no fatalities.



FALL3D: real use case (La Palma eruption)

• A daily operational forecast ChEESE service delivered to 

the scientific committee of the PEVOLCA. 

• Informed decision-makers about the next 48h in terms of civil 

aviation impacts and likelihood of low air quality scenarios 

(confinement of population even beyond the red zone). 

• FALL3D simulations ran @MN4 on 2 different computational 

domains: archipelago (at 1 km grid resolution) and regional (at 

5 km grid resolution). 

• Showed the benefits of UC, informing authorities about 

expected scenarios and anticipating decision-making.



VOLCICE 2021

• On 12 March 2021, a VOLCICE exercise was scheduled to practice the 

response to an explosive eruption at Beerenberg volcano (Jan Mayen, 

Norway).  

• The exercise is part of the VOLCICE series played by the Icelandic 

Meteorological Office (IMO) in collaboration with London VAAC and ISAVIA 

(the air navigation service provider in Iceland). The Jan Mayen exercise 

engaged also Met Norway.  

• In order to exploit the resources developed within the ChEESE, IMO asked 

to test an eventual service in their operational response.



Comparison of results: VAAC (reprojected) vs PD12
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Towards the European tephra hazard model

ChEESE-2P will run the first homogeneous multi-volcano 

Probabilistic Volcano Hazard Assessment (PVHA) at European 

scale: 

• A PVHA for airborne fine ash at the European scale and grid 

resolution of 10 km. 

• A PVHA for tephra fallout at regional/national scales (nests) 

and resolution of 2 km. 

The final datasets will be accessible through the Volcano 

Observations Thematic Core Service (TCS) in EPOS for their 

usage and distribution. 



FALL3D: on-going ChEESE work and next steps

Performance portability on EuroHPC systems 

• Adapt to AMD GPUs (LUMI). 

• EuroHPC proposals to explore portability options (OpenACC, OpenMP off-loading) 

‣ EHPC-DEV-2023D07-008 (Leonardo, 3500 node/h). 

‣ EHPC-DEV-2023D10-028 (LUMI-G, 10000 node/h). 

• Performance portability campaign 

Audit-driven optimisations (CINECA) 

• Reduce high data movement overhead relative to their computational workload. 

• Reduce or aggregate communications to optimise GPU utilisation. 

• Inspect the list of kernels flagged as suspicious provided by POP team. 
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OpenPDAC: code overview (1)

• OpenPDAC is a Eulerian multiphase code for simulating 

volcanic gas-particle flows, available via a public Github/Gitlab 

repositories.  

• OpenPDAC is developed as an OpenFOAM module and is based 

on multiphaseEuler, distributed with OpenFOAM.  

• Compared to the original module, in OpenPDAC the kinetic 

theory equations for granular flows are modified to model 

more than one dispersed solid phase, and by introducing models 

for particle-particle drag.  

• Furthermore, a Lagrangian library (one-way coupling with the 

gas-solid mixture) is used to model large solid particles. 

OpenPDAC also implements the initialization of the hydrostatic 

pressure profile, necessary for simulations on large domains. 

• OpenPDAC is well suited to simulate phreatic explosions, as 

those recently occurred at Ontake (Japan) and White Island (new 

Zealand).
Phreatic eruption at the summit of 

Mount St. Helens, Washington. 

Credit: D.A. Swanson, USGS(Public 

domain.)



OpenPDAC: code overview (2)

• Code written in C++, making intensive use of  object orientated 

features, as inheritance, template classes, virtual functions and 

operator overloading. 

• In OpenFOAM, the classes are designed to define, discretize and 

solve PDE’s through a finite-volume discretization scheme on  

unstructured 3D grid. 

• The method of parallel computing used by OpenFOAM is known 

as domain decomposition, in which the geometry and 

associated fields are broken into pieces and allocated to separate 

processors for solution. 

• The parallel running uses the public domain openMPI 

implementation of the standard message passing interface 

(MPI) by default, although other libraries can be used. 

Example of OpenFOAM Scotch decomposition which requires no 
geometric input from the user and attempts to minimise the 

number of processor boundaries



OpenPDAC: ChEESE-1P legacy 

A different OpenFOAM solver (ASHEE) was one of the flagship 

codes of ChEESE-1p, leading to a series of optimizations. 

• Efficiency optimization based on mixed-precision  

• Asynchronous I/O 

• Ongoing experiments on GPU porting (exaFOAM 

partnership)

Up to:  

130*106 cells 

  

12,000 cores 



OpenPDAC: code repositories

https://codehub.hlrs.de/coes/cheese-2p/ope

OpenPDAC-11

https://github.com/demichie/OpenPDAC-11



OpenPDAC: CI/CD

Action Test Build Publish

Push 
Master

Run tests
Compile the code 

and 
Build a Docker 

container

Publish the Docker 
container

CI/CD Github/Gitlab Actions (temporary)

• At present OpenPDAC is installed on LUMI (CPU partition, AMD EPYC@64 core), 

and soon on Leonardo (CPU partition, Intel Sapphire Rapids). We plan to 

implement CI/CD actions to update the installations of the code when new major 

releases are pushed to the repository.  

• Mare nostrum



OpenPDAC: performance @ LUMI

Scalability 
Mesh: ~16M cells 

Max nodes: 64 (8192 CPU cores) 
Efficiency: ~ 0.7 with 2k cells/core (256k 
cells/node)   
Computational Speed: 28M ~cells/s 



OpenPDAC: performance @ LUMI

Application profiling 

• Profiling has been done with a small number of 
cores (512). The trace for 512 MPI ranks is 
larger than 30GB. 

• POP metrics highlight that the parallel efficiency 
is low and need to be improved 

MPI Processes

Global Efficiency 36%

    Parallel Efficiency 36%

        Load balance 74%

        Communication efifciency 49%

            Serialization efficiency 69%

            Transfer efficicency 71%

    Computational Scalability 100%

Parallel efficiency 
is only 36% 
which means that 
the code spends 
only roughly a 
third of its time 
doing actual 
computations.



SC6.1 SC6.2 

OpenPDAC: Simulation Cases

Urgent high-resolution, 3D 
multiphase flow simulation of 
phreatic eruptions at Vulcano  

(INGV, CIN; Capability) 

TARGET: perform a single, 
3D phreatic eruption scenario 
for the whole island of 
Vulcano with a prescribed 
resolution at ground (less 
than 1 m) within X hours (to 
be decided with the 
stakeholders).

Long-term probabilistic hazard maps 
for phreatic eruptions at Vulcano island  

(INGV, CIN; Capacity) 

TARGET: Perform a large ensemble of 
3D numerical simulations to build a 
Probabilistic Hazard Map of 
hazardous actions (Pyroclastic Currents 
and Ballistics) with variable 

• Vent location and geometry 

• Temperature conditions 

• Pressure conditions



OpenPDAC: workflow optimization

• Work in collaboration with HLRS High-Performance Computing Center, Stuttgart



Small scale scenario at Spiaggia di Levante 
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Small scale scenario at Spiaggia di Levante 
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Small scale scenario at Spiaggia di Levante 



Thank you!

@cheese-coe

@cheese-coe

http://cheese2.eu

@cheese_coe@techhub.social

http://cheese-2p.eu

