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VTune™ overview

Command lines – Playbook

Start profiling with Application Performance Snapshot (APS)

HPC analysis - short overview

GPU analysis – example GROMACS

Summary
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Get the Right Data to Find Bottlenecks
▪ A suite of profiling for CPU, GPU, FPGA, 

threading, memory, cache, storage, offload, 
power…

▪ DPC++, C, C++, Fortran, Python*, Go*, Java*, or a 
mix

▪ Linux, Windows, FreeBSD, Android, Yocto and 
more

Analyze Data Faster
▪ See data on your source, in architecture 

diagrams, as a histogram, on a timeline…
▪ Filter and organize data to find answers

Work Your Way
▪ User interface or command line
▪ Profile locally and remotely
▪ Install as an application
▪ Install as a server accessible with a web browser
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Easy access to command lines 

Example for DevCloud – please try 
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VTune offers different analysis types with additional “knobs” 

Application Performance Snapshot (VTune or standalone)

APS does first analysis and guides to the right VTune analysis or a 
different tool available in the oneAPI toolkits.

APS analyses HW counters, OpenMP and MPI

APS can be used for MPI and/or OpenMP only to avoid too much 
data being collected
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Help menu

$ aps –help

Run with APS

$ aps <application> <app paramter>

Run with MPI (Intel MPI or compatible)

$ mpirun –n <N> aps -- <application> < app parameter>
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HW drivers can be switched off

Max. time consuming MPI functions shown 

Imbalance time shown for OpenMP + MPI (Waiting in barriers)

MPI session shows more
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Detailed OpenMP analysis 

Memory/Bandwidth analysis

Some MPI analysis – better use ITAC
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HPC Analysis:

$ vtune –collect hpc-performance <your app> <app parameter>  

Threading Analysis:

$ vtune –collect threading <your app> <app parameter>

$ vtune –help 
$ vtune –help collect
$ vtune –help collect threading
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The summary view shown above gives fast answers to four important OpenMP tuning questions:

1) Is the serial time of my application significant enough to prevent scaling?

2) How much performance can be gained by tuning OpenMP?

3) Which OpenMP regions / loops / barriers will benefit most from tuning?

4) What are the inefficiencies with each region? (click the link to see details)
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Tune OpenMP for Efficiency and Scalability
See the wall clock impact of inefficiencies, identify their cause

Focus On What’s Important
What region is inefficient?
Is the potential gain worth it?
Why is it inefficient?  
Imbalance? Scheduling?  Lock 
spinning?
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Tune OpenMP for Efficiency and Scalability
See inside each parallel region – Understand the cause of inefficiency

Detailed Barrier to Barrier 
Analysis

Tune each segment separately
Easier to see tuning opportunities

#pragma omp parallel

{

… ´// Segment 1

#pragma omp barrier

#pragma omp single

{

…  // Segment 2

}

#pragma omp for

{

… // Segment 3  

}
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Additional analysis for Memory and Bandwidth available

NUMA analysis – check if threads are pinned

Some MPI analysis is also possible – check cookbooks 

More CPU than GPU related
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To run VTune in an MPI job you may use the “-gtool” flag

More convenient is the I_MPI_GTOOL environment variable. 
Example for HPC analysis:

$ export I_MPI_GTOOL= "vtune -c hpc-performance -r HPC:0" 

run your program, as usual, under MPI. The setting will collect data 
on rank #0. Use a list of ranks or :all for multi rank analysis. 

More information:
https://www.intel.com/content/www/us/en/develop/documentation/mpi-developer-reference-linux/top/command-
reference/mpiexec-hydra/gtool-options.html

https://www.intel.com/content/www/us/en/develop/documentation/mpi-developer-reference-linux/top/command-reference/mpiexec-hydra/gtool-options.html
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Host API and GPU kernels

Detailed source view on Kernels

Bandwidth data with Hierarchical Memory Diagram

Estimate for timing per source line (basic block timing)

Estimate for memory latency per source line
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Clone master branch:
$ git clone https://gitlab.com/gromacs/gromacs.git

Workload: https://www.mpinat.mpg.de/632209/benchMEM.zip

Run: 
${EXE_DIR}/gmx mdrun -ntmpi $RANKS -ntomp $OMP_NUM_THREADS -nb $MODE -pme cpu -s benchMEM.tpr -nsteps $steps

SRC=$HOME/gromacs
PRE=$HOME/GROMACS/

cmake $SRC \
-DCMAKE_INSTALL_PREFIX=$PRE \
-DGMX_OPENMP=ON             \
-DGMX_OPENMP_MAX_THREADS=128\
-DGMX_GPU=SYCL              \
-DGMX_FFT_LIBRARY=mkl \
-DCMAKE_EXE_LINKER_FLAGS= \
-DCMAKE_C_COMPILER=icx \
-DCMAKE_CXX_COMPILER=icpx

https://gitlab.com/gromacs/gromacs.git
https://www.mpinat.mpg.de/632209/benchMEM.zip
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Basic gpu analysis: 
vtune –collect gpu-hotspots –r <your-result-dir> -- <executable><args>

Full instrumentation:
vtune -c gpu-hotspots -knob characterization-mode=instruction-count \

–r <your-result-dir> -- <executable><args>

Source Instrumentation with timing of basic blocks:
vtune -c gpu-hotspots -knob profiling-mode=source-analysis\

–r <your-result-dir> -- <executable><args>

vtune -c gpu-hotspots -knob profiling-mode=source-analysis \

-knob source-analysis=mem-latency –r …
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DEMO:

characterization-mode

=instruction-count
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DEMO:

profiling-mode=source-

analysis
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DEMO: 

source-analysis=mem-

latency
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VTune cookbooks:

https://www.intel.com/content/www/us/en/develop/documentation/vtune-cookbook/top.html

Vtune on DevCloud:

https://www.intel.com/content/www/us/en/develop/documentation/vtune-
cookbook/top/configuration-recipes/using-vtune-server-with-vs-code-intel-devcloud.html

GPU profiling:

https://www.intel.com/content/www/us/en/develop/documentation/vtune-help/top/analyze-
performance/accelerators-group/gpu-compute-media-hotspots-analysis.html

https://www.intel.com/content/www/us/en/develop/documentation/vtune-cookbook/top.html
https://www.intel.com/content/www/us/en/develop/documentation/vtune-cookbook/top/configuration-recipes/using-vtune-server-with-vs-code-intel-devcloud.html
https://www.intel.com/content/www/us/en/develop/documentation/vtune-help/top/analyze-performance/accelerators-group/gpu-compute-media-hotspots-analysis.html
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Performance varies by use, configuration, and other factors. Learn more at www.Intel.com/PerformanceIndex.  

Performance results are based on testing as of dates shown in configurations and may not reflect all publicly 
available updates. See configuration disclosure for details.

Your costs and results may vary.

Intel technologies may require enabled hardware, software or service activation.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. 
Other names and brands may be claimed as the property of others.
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